Results of analysis of reports in dropbox

-a problem was caused omission of 0 min point from time series fittings

-a problem was caused by time series curvature for MnSOD substrate (not seen with  p53). Significantly greater w HKL and for nonzero NAM, but also there otherwise. To assess curvature look at K value from the exponential fits (Ymax.K value_Experimental Concentration Combination.xls in PMC-AT PLIN/PMCAT Fitting dropbox). The higher the K the more the curvature.  The more the curvature, the more difficult it is to get an accurate initial rate estimate. 
K values from the exponential fit (see e.g. 30,80,120 min) for a given ([NAD],[NAM]) experiment should be below a specified threshold in order to ensure we can get an accurate initial rate estimate. 
The spreadsheet shows that 100 NAD, 100-200 NAM experiments have the greatest curvature. If we have a curve fitting method using low time data that is reliable for those experiments, it should be possible to calculate initial rates for most of the other experiments in the spreadsheet as long as we have low time data.  
We have found that 2nd and 3rd order polynomials provide a significantly better time series fit/initial rate estimate than single phase exponential in cases with significant curvature (see spreadsheets Initial rate using different function in Prism_0,200uM HKL_0.10.30.40.xls, MM fit panels, 100 and 200 NAM columns in dropbox).   Note: in some polynomial fittings reported, a time series fit was not possible resulting in no calculated initial rate. It is not possible to compare the quality of MM or mixed model fits that have different numbers of initial rate data points
Hence for most of the experiments we are considering doing next, curvature is not the primary consideration as long as we use one of these functions. 
Even if an exponential time series fit shows a better quality of fit to complete set of times, the calculated initial rate is inaccurate and cannot be used. 
It appears the choice of times for remaining experiments with MnSOD should be 0,10,30,40 mins (not the full set of times) because the full set underestimates the initial rate. RC will  finalize the decision after receiving the results from a simulation study described below. If desired, the full set could be used for the 2xE0 to E0 rate comparison, but not after that. 
Also, curvature and choice of time series fitting function do not seem to be the only cause of the low quality in model fitting – esp MM fits at 100,200uM NAM. See below for the another important cause, which is more relevant for our planning purposes. 
Note regarding interpolation methods: have the advantage that they are not as sensitive to the precise choice of times sampled. Have the disadvantage that they can be sensitive to errors in measurements e.g. at low times. So far have only been applied by us to one case (200uM NAM; 100,500,3000 NAD) where other curve fitting methods also showed poor fit quality. Should be repeated at 0 NAM. We will decide later whether use interpolation or polynomial fit for initial rate calculations. Accuracy of each method will be further assessed using the 2xE0 vs E0 initial rate comparison planned in the schedule. At the current time there is no need to investigate any further functional forms for time series fitting. 

-a problem was caused by choice of [NAD]. This is an important cause of low quality in model fittings. 
Review of how we made the choices:
In our first experiments we chose 100, 500, 3000 NAD.  We wanted to use as few [NAD] as possible since we needed to do more [NAM] for this substrate, in order to estimate all parameters in Eq 1, which requires high [NAM]. 3 NAD were found suitable for other substrates
The fittings reported over the last couple of months suggested that this choice of [NAD] was acceptable for mixed model fitting (low [NAM]). However, since these fittings had errors, this conclusion was not correct. In particular, the 100 and 500uM NAD rates are too close to each other given the limitations in initial rate calculation accuracy. This is a major problem esp in the presence of NAM, in both absence and presence of HKL. This appears to be an important cause of poor quality of model fits seen under these conditions.  See MM model fits w/NAM in (Initial rate using different function in Prism_0,200uM HKL_0.10.30.40.xls). In order to correct this, another [NAD] higher than 500uM is needed (should be done at 0,100,200 NAM).  In presence of [NAM], the rates  @ 100uM NAD (and lower)  appear to be higher than predicted by the model, and this effect is exaggerated by HKL. The reason for this difficult to ascertain – although high curvature under these conditions may result in inaccurate rate calculations, it is also possible that for this substrate there are nonlinearities that arise under these conditions  (e.g. due to other binding sites) that become irrelevant at higher [NAD]. (Note that for p53, the [NADs] used were generally higher and the [NAM]s generally lower.) Regardless, the reason may not be relevant to our analysis as long as we achieve a good model fit under other ([NAD],[NAM]) conditions. The issue is not limited to HKL, so if we can achieve a good model fit at 0 HKL this should also be possible at 200 HKL.
We then moved on to high NAM experiments in order to estimate K1 in eq 1. In order to do this, we needed to use a higher [NAD] because at the very high [NAM] needed to see the plateau, the rates would otherwise be far too  low to measure. Hence 15000 NAD was added and several high NAM were sampled there (fewer time points, no duplicate due to limited material). 
Because we wanted to show a case where HKL can have greater activity than no HKL (which occurs at low NAD and high NAM), we also did some additional experiments at 3000uM NAD, high NAM.  Later, it was found that due to the errors in fitting mentioned above, these experiments were not critical – activation in presence of HKL can be shown at much lower [NAD} and [NAM]. 
We later found that the curvature at high NAM was such that it was not possible to calculate initial rates in the absence of low time points (10 min point is critical). Hence the experiments at high NAM, which omit that point, are incomplete.   

Again, because 0 min was omitted from the earlier fittings studies that were reported over the span of a few months, the quality of the fittings using 100,500,3000 NAD were misreported. In particular, note from (Initial rate using different function in Prism_200uM HKL_full time range.xls) that in presence of HKL, 100,500,3000 NAD initial rate predictions using a single phase exponential  are incapable of fitting the mixed model . This means that if we had been provided with proper fittings including 0 min time data, we would have immediately (at least 2 months ago)  realized that a) the choice of [NAD] were not ideal for this substrate; b) the single phase exponential is not suitable for this substrate.

Simulation assignment for XG (prompt completion required):
-Because of limited time and resources at this juncture, we need to be careful and systematic in choosing any remaining experiments.  We should also make the most of the preliminary data we have accumulated so far. Thus we need to use simulations in order to choose the best  [NAD],[NAM] for the remaining expts.  We have done some limited simulations of this type before, but not exactly in this form. Given the finding that the choice of 100,500,3000 NAD is inadequate, the proposed work that was listed in the schedule prepared last week (which was subject to change) needs to be modified. The plan for simulations is as follows. In the interests of time, the simulation study need be done in case of 200uM HKL only because if it works there, it should also work for 0 HKL.
1) 
a) Use the mixed model parameter estimates from 2nd order polynomial fitting on 0-40 min data (200 HKL) to make predictions of the rates at other ([NAD],[NAM]). 
First, we need to find a choice of ([NAD],[NAM]) that gives a good quality fit for the mixed model  (which applies at low NAM). 
Proposal: calculate mixed model predicted rates at [NAD] =1000, [NAM]=100,200uM (already have [NAM]=0) and also at [NAD]=15000, [NAM]=0,100,200uM.   Report them here:  
XG: The initial rates (200uM HKL) obtained from 2nd polynomial fitting on 0-40 min data sets are listed below
	[NAD+], uM
	0uM NAM
	100 uM NAM
	200uM NAM

	50
	0.1316
	
	

	100
	0.1908
	0.1615
	0.1512

	500
	0.3363
	0.1773
	0.1737

	1000
	0.3859
	
	

	3000
	
	0.3138
	0.2717


Mixed inhibition parameters estimation
	Vmax
	0.4187

	Alpha
	0.6532

	Ki
	416.9

	Km
	118.3


The predicted rates at [NAD] =1000, [NAM]=100,200uM (already have [NAM]=0) and also at [NAD]=15000, [NAM]=0,100,200uM
	[NAD+], uM
	0uM NAM
	100uM NAM
	200uM NAM

	1000
	
	0.2766
	0.2193

	15000
	0.4154
	0.3041
	0.2398




Calculate the % cv for the initial rates in each of the experiments that were previously done in duplicate. Use the 2nd order polynomial method for calculating initial rates on the two duplicate time series datasets available for each expt. Put these % cv in a table. Assume the % cv at the each of the above model predicted rates is equal to the % cv of the experiment in the table above that has an initial rate closest to that of the model predicted rate. 	Comment by PMC Lab: Full time range? Or 0, 10, 30, 40 min?
Determine the associated standard deviation by multiplying the cv by the mean.  Calculate the model predicted rate + and – one standard deviation in each case.
You will then have 3 noisy simulated rates for each proposed ([NAD],[NAM]) above. For the rates at all other ([NAD],[NAM]) that were measured experimentally, use the experimental values (the means if they were in duplicate). 
--Carry out prism mixed model fittings using the data above (both the experimental and the simulated data together) in two cases (do mixed fitting only):
i) all previously collected experimental data at low NAM (i.e.. those for which we have complete set of times) –and- the three simulated rates at each of [NAD]=1000, [NAM]=100,200uM (three separate fittings)
ii) all previously collected experimental data at low NAM (i.e.. those for which we have complete set of times) –and- the three simulated rates at each of [NAD]=15000, [NAM]=0,100,200uM (three separate fittings)
RC will review the results, which can be posted in dropbox. 
b) Repeat the procedure under (a) above but refit the mixed model using 2nd order polynomial fitting on 0-40 min data  (200 HKL) omitting the experiments @ 100 NAD / 100,200 NAM because those rates may not be fitting the model as discussed on pg 2. The fitting results can be posted in dropbox.
Report here the mixed model predicted rates at [NAD]=1000, [NAM]=100,200uM (already have [NAM]=0) and also at [NAD]=15000, [NAM]=0,100,200uM:
[bookmark: OLE_LINK1]XG: The initial rates (200uM HKL) obtained from 2nd polynomial fitting on 0-40 min data sets omitting the experiments at 100uM NAD/100, 200uM NAM are listed below
	[NAD+], uM
	0uM NAM
	100 uM NAM
	200uM NAM

	50
	0.1316
	
	

	100
	0.1908
	0.1615
	0.1512

	500
	0.3363
	0.1773
	0.1737

	1000
	0.3859
	
	

	3000
	
	0.3138
	0.2717


Mixed inhibition parameters estimation
	Vmax
	0.4197

	Alpha
	17.63

	Ki
	35.66

	Km
	116.8


The predicted rates at [NAD] =1000, [NAM]=100,200uM (already have [NAM]=0) and also at [NAD]=15000, [NAM]=0,100,200uM
	[NAD+], uM
	0uM NAM
	100uM NAM
	200uM NAM

	1000
	
	0.2618
	0.2008

	15000
	0.4165
	0.3531
	0.3064


 	RC will review the results, which can be posted in dropbox. 
c) Repeat the procedure under (a) above but using the mixed model parameter estimates from 2nd order polynomial fitting on complete set of time series data (200 HKL)
Report here the mixed model predicted rates at [NAD] = 1000, [NAM] = 100, 200uM (already have [NAM] = 0) and also at [NAD] = 15000, [NAM] = 0, 100, 200uM:
 XG: The initial rates (200uM HKL) obtained from 2nd polynomial fitting on complete data sets are listed below
	[NAD+], uM
	0uM NAM
	100 uM NAM
	200uM NAM

	50
	0.0714
	
	

	100
	0.1053
	0.05589
	0.05026

	500
	0.2487
	0.09983
	0.07487

	1000
	0.3296
	
	

	3000
	
	0.2215
	0.157


Mixed inhibition parameters estimation
	Vmax
	0.418

	Alpha
	3.656

	Ki
	46.27

	Km
	301


The predicted rates at [NAD] =1000, [NAM]=100,200uM (already have [NAM]=0) and also at [NAD]=15000, [NAM]=0,100,200uM
	[NAD+], uM
	0uM NAM
	100uM NAM
	200uM NAM

	[bookmark: _GoBack]1000
	
	0.1644
	0.1105

	15000
	0.4098
	0.2526
	0.1826


RC will review the results, which can be posted in dropbox. 
	Stop here and wait for RC’s feedback.
2) Then, to get estimates for K1 (0 and 200 HKL), take the values of K1/K3 from the “shared data” fittings reported in (Analysis of with or without 0min time point_updated_4.28.xls), and multiply by the value of K3 from the mixed model above. This is clearly an approximation. 
Calculate Eq 1 model predicted rates at [NAD]=15000, [NAM]=7000, 12000uM (both w and wo HKL) using the above K1 estimate and the mixed model parameter estimates for all other parameters.  Report them here:
Calculate the model predicted rates + and – one standard deviation in these cases as well (exactly as described above). You will then have 3 noisy simulated rates for each of these proposed [(NAD],[NAM]) as well. 
Carry out prism Eq 1 model fittings using the data above (both the experimental and the simulated data) in two cases (do Eq 1fitting only):
a) all previously collected experimental data at low NAM (i.e.. those for which we have complete set of times) –and- the three simulated rates at each of [NAD]=1000, [NAM]=100,200uM  –and--  [NAD]=15000, [NAM]=7000, 12000uM (three separate fittings)
b) all previously collected experimental data at low NAM (i.e.. those for which we have complete set of times) –and- the three simulated rates at each of [NAD]=15000, [NAM]=0,100,200uM–and- [NAD]=15000, [NAM]=7000, 12000uM (three separate fittings)
RC will review the results. 
As you complete each step above post in dropbox. RC will determine if the pace of work is fast enough or whether he needs to do some of the work himself.  Also, XG should provide RC with instructions on how to run a mixed model fitting in prism given initial rates. Based on the results the experimental plan will be modified.  
------
As soon as a consistent batch is chosen, the scheduled dose response studies (which do not depend on above) can start – those expts need not wait. Also, if the simulation study takes too long, the 2xE0 vs E0 experiment can proceed if desired. This could be done, e.g., at either 15000 NAD, 7000 NAM, 200 HKL or  1000 NAD, 200 NAM, 200 HKL. Compare results from polynomial and cubic spline interpolation.  I would suggest moving 2nd expt (dose response) in schedule before step 2 of 1st expt (accuracy of initial rate calcs). 
